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Abstract. For the purpose of dealing with the problem of low accuracy of English dis-
course marker recognition, this paper presents an English discourse marker recognition
method on the ground of the attention mechanism AlexNet, which first uses the maximum
posterior estimation to optimize the weight and bias parameters, and then uses the clas-
sified English discourse marker as the input parameter. Secondly, the high-dimensional
sparse features are mapped to the low-dimensional dense feature space, and the input
features are mapped to dense vectors. Then, the attentional mechanism is used to learn
the relevance of the interactive behavior of various types of English discourse markers.
At last, the prediction results were normalized by AlexNet and the final prediction results
were obtained. Experimental results indicate that compared with the existing English dis-
course marker recognition methods, it can actually enhance the recognition performance
of discourse markers, and obtain good outcome on the corpus, with an average recognition
accuracy of 98.69%. It can be well be applicable for the study area of English discourse
marker recognition.
Keywords: english discourse; marker recognition; attention mechanism; AlexNet; fea-
ture space

1. Introduction. Discourse markers, which rely on the words after the preface and di-
vide speech units [1], can restrict the listener’s choice of contextual assumptions, and then
infer the implied discourse intention. Discourse markers were discovered and explicitly
mentioned as a distinct category in a lecture by Chaudron in 1986 [2]. He argues that
these modifiers, you know, you see, well, have no effect on information from the point
of view of grammatical structure, but are widely used in everyday speech. Since then,
the recognition of the uniqueness of discourse markers in spoken language has gradually
emerged. The 1950s and 1960s were just the beginning of the growth of linguistics, and
the research of discourse markers did not get much attention. From the mid-1970s to the
mid-1980s, with the gradual rise of discourse analysis, scholars have devoted themselves to
the study of spoken language, and discourse markers have gradually received widespread
attention [3,4,5]. Because of the existence of English language differences, traditional
methods have difficulties in digital reading and low recognition accuracy when recogniz-
ing English discourse markers [6,7,8]. Therefore, the use of deep learning technology to
build a recognition model of English discourse markers is of great research importance to

918



English Discourse Markers on Attention Mechanism AlexNet 919

save manpower and material resources as much as possible in the recognition process and
improve the recognition accuracy.

1.1. Related Work. In the study area of discourse markers, foreign scholars are mainly
divided into two camps: one is the ”coherence” school led by Redeker and Fraser, and the
other is the ”correlation” school led by Blakemore and Jucker. Redeker [9] believe that in
Schiffrin’s discourse coherence model, the two levels of information state and participa-
tion framework also exist in the other three levels and can be summarized into the other
three levels. Fraser [10] believe that discourse markers include conjunctions, prepositional
phrases, adverbial phrases, etc., which have their own syntactic characteristics and rich
pragmatic functions in discourse. Jucker [11] believe that discourse markers play a signifi-
cant role in discourse coherence and propose a discourse coherence model composed of five
interrelated levels. Taguchi [12] suggest that discourse markers be regarded as a ”prag-
matic category”, which mainly represents some connection between the current discourse
and the previous discourse. Buysse [13] hold that before speaking, the speaker has formed
in his mind the specific interpretation of views and the expectation that the listener can
correctly understand them, and the listener must correctly process the speaker’s words
in order to accurately understand the speaker’s intention. Asik and Cephe [14] believe
that discourse markers in a discourse do not affect any semantic content, but express
non-truth-valued semantic concerns, and help listeners to carry out cognitive reasoning in
communication through the expression of procedural meaning of pragmatically restricted
sentences. Crible et al. [15] divided discourse markers into receptive markers and ex-
posative markers. Receptive markers, such as oh, yeah, okay, etc., are discourse markers
indicating the listener’s response to the information provided by the speaker; Declarative
markers, such as, you know, well, etc., are speech markers used by speakers to provide
information themselves. Cuenca and Crible [16] pointed out that from the perspective of
syntax, discourse markers are not independent grammars, but mainly come from adver-
bial phrases, conjunctions and prepositional phrases. Dumlao and Wilang [17] analyzed
and discussed the role of discourse markers in discourse relevance. In terms of the infor-
mation of discourse context, discourse markers realize the coding process. Aiming at the
problem that the extraction of character characteristic information in the above English
discourse markers is not accurate, resulting in a low recognition accuracy, researchers
have applied a series of deep learning algorithms, for instance, VGG [18], DenseNet [19],
Res2Net [20], Vision Transformer [21] and Swin Transformer [22] have all been applied in
the field of English discourse marker recognition. Becker et al. [23] proposed an English
discourse marker recognition technology based on a small sample size. Deep convolu-
tional neural network model was used for recognition, sliding window was used instead of
manual segmentation, and the recognition accuracy reached 98.84%. Kumar et al. [24]
improved the accuracy of English discourse marker recognition by using local and global
attention mechanisms and convolutional neural networks to extract features of marker
information for score prediction. Popescu-Belis and Zufferey [25] suggested an English
discourse marker recognition algorithm based on the neural network of long-term memory.
By optimizing and adjusting the model parameters, the average recognition accuracy at
the letter level reached 97.69%. Borges et al. [26] combined the attention mechanism with
the short-duration memory network to extract semantic relations, but the recognition rate
was low. Because AlexNet network model can solve the overfitting problem, and can use
multi-GPU acceleration calculation, it is also applied in the field of target classification
recognition.

1.2. Motivation and contribution. Aiming at improving the recognition efficiency of
English discourse markers, this paper proposes an English discourse marker recognition
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method based on the attention mechanism AlexNet. This method first optimizes the vari-
able parameters of the AlexNet model, then preprocesses English discourse markers based
on the improved AlexNet model, and then constructs their internal features by associa-
tion. The similarity between the cross-features is calculated using multi-layer perceptron.
The experimental results show that, contrasted with the present English discourse marker
recognition methods, it can excellently enhance the recognition performance of discourse
marker.

2. Theoretical analysis.

2.1. The definition of discourse markers. Discourse markers are ”non-independent
units of discourse that connect discourse components”, and they can play a role in local
coherence for discourse [27]. Blackmore, a follower of Sperber and Wilson, believed that
there was already a choice in the speaker’s mind to interpret his words, and he wanted the
listener to come to that choice as well. Therefore, the listener must handle the speaker’s
preset context correctly. Discourse markers are such a kind of language expression, which
can minimize the cost of information processing by the listener and enable the listener
to deduce the meaning that the speaker wants to express as soon as possible [28]. I
mean, you see, in other words, that is to say, after all, anyway, however, nevertheless,
actually, incidentally, etc., Some forms of expression in Chinese such as ”but”, ”it is
worth mentioning” and ”frankly speaking”, although they are part of the composition of
discourse, they do not affect the truth condition of discourse or increase the propositional
content of discourse, but only restrict the construction and understanding of discourse
partially or as a whole. It is called a discourse marker [29]. Although linguists have
different definitions of discourse markers, they basically agree that discourse markers have
the following characteristics: They show a variety of categories, including words such as
conjunctions (and, but), adverbs (actually, honestly), interjections (oh, well), phrases (in
fact, by the way), and even short sentences (you know, I mean), etc. These terms have
no influence on the truth condition of discourse, and express no conceptual meaning, only
procedural meaning.

2.2. Attention mechanisms. Attention mechanisms include Hard Attention, Soft At-
tention, Temporal Attention, Spatial Attention, and Convolutional Block Attention Mod-
ule (CBAM) [30], this paper chooses the CBAM and adds convolutional neural networks
to pay more attention to the target object in terms of channels and spatial dimensions,
which has better explanatory properties.

Take the given text G ∈ SD×L×V as input. Two-channel attention is sequentially
reasoned by channel attention mapping ND ∈ SD×J×1 and spatial attention mapping
Nt ∈ SJ×L×V , and the overall attention processing can be summarized as Equation (1)
and Equation (2).

G∗ = ND(G)⊗G (1)

G∗∗ = NT (G
∗)⊗G∗ (2)

where ⊗ in the Equation (1) and Equation (2) represents the element-by-element mul-
tiplication operator.

Channel attention mapping is generated by the relationships between feature channels,
treating each channel as a feature detector and therefore focusing more on the more
meaningful parts of a given input image. For the purpose of calculating channel attention
effectively, the spatial dimension of feature mapping is compressed and information is
aggregated in the space. A common method is average-pooling. Max-pooling collects
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another important clue about the characteristics of different objects to infer more detailed
channel attention. Therefore, both average-pooling and Max-pooling features are used in
this paper. The shared network consists of a multi-layer perceptron (MLP) and a hidden
layer, and generates spatial attention mapping by using the spatial relationship between
features. The channel attention is calculated as shown in Equation (3).

ND (G) = δ(MLP (AvgPool (G)) +MLP (Maxpool(G)))

= δ(VJ(VI(G
D
avg)) + VJ(VI(G

D
max)))

(3)

Different from the channel attention mechanism, the spatial attention mechanism pays
more attention to the information part of the image input. This is complementary to the
channel attention mechanism, and the spatial attention is calculated in Equation (4).

NT (G) = δ(g7×7([AvgPool(G);Maxpool(G)])) = δ(g7×7([GT
avg;G

D
max])) (4)

The overall attention mechanism CBAM process is indicated in Figure 1.

Input

Channel attention 

module
Spatial 

attention 

module

Output

Figure 1. Flow chart of CBAM

3. Improved AlexNet network model.

3.1. Overall structure. The structure mainly makes up of four parts: input layer, multi-
scale convolution layer, attention force layer and output layer. The model structure is
indictaed in Figure 2.

In this paper, the multi-scale convolution layer is set as three CNN with one-dimensional
convolution kernels of different sizes, and the convolution kernels are set as c1 = 2 × 2,
c2 = 4 × 4, and c3 = 6 × 6 respectively, which are used to extract short, medium and
long-term features of gas concentration sequences respectively. Specifically, in the DTH
convolutional filter j of the first CNN layer, the activation value ηfj,s at time s is shown
in Equation (5).

n
(f)
j,s = g

(
m

(f)
j +

c∑
s′=2

〈
V

(f)
j,s′ , y

(f−2)
s,c−s′

〉)
(5)

where c represents the convolution kernel size; g is the ReLu function. η
(f)
j,s and m

(f)
j

are respectively the elements of V (f), n(f) and m(f).



922 W.-J. Ke and Z.-J. Ji

After three layers of CNN, multi-scale features are fused in the feature fusion layer, and
then standardized to obtain Equation (6).

x(f) = χ(f)n
(f) −H[n(f)]√

Var[n(f)]
+ ρ(f) (6)

where H[n(f)] is the average value of n(f), and
√

Var[n(f)] is the standard difference.
In accordance with Equation (6), the active value matrix x(f) can be adjusted by χ(f)

and ρ(f). The last layer is the activation layer, which uses ReLu as the activation function
to improve the convergence speed and robustness of the model. The final output of the
multi-scale convolution layer is obtained from Equation (7).

X = g (f (d (nt, nn, nf ))) (7)

where ns, nm, and nf are the extracted short, mediate, and long-term feature sequences
respectively. d(·), f(·), and g(·) are the feature linkage operation, batch standardization
operation, and activation value calculation respectively.

Input

Data preprocessing

CNN CNN CNN

Feature fusion

Standardized treatmentre fusion

Calculate activation value

Output result

Global pooling

Final output

Full connection

Input layer

Multi-scale 

convolution 

layer

Attention 

layer

Output layer

Figure 2. The Overall structure of the model
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3.2. AlexNet maximum a posteriori estimation optimization. To optimize the
weight and bias parameters of the AlexNet model, the variables F,G, and H are optimized
using the maximum a posteriori estimation as follows.

max
F,G,H

p(F,G,H|S, Y, δ2, δ2F , δ2G, δ2H) = max
F,G,H

[
p(S|F,G, δ2) · p(F |δ2F ) · p(G|H,X, δ2G) · p(H|δ2H)

]
(8)

By taking the negative logarithm of both sides of the equal sign of Equation (8), it is
reconstructed as the minimization loss function L.

L(F,G,H) =
M∑
j=1

N∑
i=1

(Sji−F r
j Gi)

2+
vF
2

M∑
j=1

∥Fj∥22+
vG
2

N∑
i=1

∥Gi−CNNH(Yj)∥22+
vH
2
∥H∥22

(9)

where vF is δ2

σ2
F
, vG is δ2

δ2G
, and vH is δ2

δ2H
.

The coordinate descent method is used to minimize L, and the potential variables are
iteratively optimized while the remaining variables are fixed. Equation (9) is a quadratic
function about F . Meanwhile, G and H are temporarily assumed to be constant, and the
loss function about F is considered. The function L can be obtained by differentiating
Fj. The same operation for G results in the following representation.

fj ← (GJjG
R + VUJL)

−1GRSj (10)

Gi ← (FJiF
R + vGJL)

−1(FSi + vHCNNH(Yi)) (11)

where, Jj, Ji and JL are the unit diagonal matrix, vG and vH are the equilibrium
parameters. Equation (11) shows the effect of the markup latent vector CNN (CNNH(Yi))
by vH updated as a balance parameter gi.

Then, the Equation (12) is obtained using the backpropagation algorithm commonly
used in neural networks, and H is optimized until it converges or reaches a predetermined
number of iterations.

∇hl
φ (H) = −VG

N∑
j

f (mi) (Gi −∇flCNNH (Yi)) + VHhl (12)

By optimizing F,G and H, we can finally achieve the recognition information of the
predicted English discourse markers in Equation (13).

sji ≈ E[sj|fR
j Gi, δ

2] = fR
j gi = fS

j (CNNH(Yi) + φi) (13)

4. Design of English discourse markers based on attention mechanism AlexNet.

4.1. English discourse marker preprocessing. On the ground of the AlexNet net-
work model designed above, this paper uses classified English discourse markers as input
parameters. These features cover the information of English teaching materials, gram-
matical difficulties, and synonyms of words, and the features include the ID, category,
and discourse markers of teaching materials, as shown in Table 1. When preprocessing
the input features, it is usually encoded as a one-hot vector, such as “[0, 1, 0]”, so as to
obtain a high-dimensional sparse vector representation. Considering that the increase of
such dimensions and the sparse situation will easily lead to the risk of overfitting phe-
nomenon, the sparse features are embedded into the low-dimensional and dense vector
space, that is, the embedding layer. The specific operation of embedding is to multiply
the s × t matrix composed of one-hot vectors with the embedded matrix of s × c, and
the result can be expressed as: e = [e1, e2, . . . , et]. Where: c represents the number of
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features; ej ∈ Sm×c represents the embedding vector of a feature; m is the original dimen-
sion of the feature; d is the embedded dimension, usually c≪ n, that is, the dimension of
the embedded feature is much smaller than that of the original feature, which solves the
problem of storage space waste caused by sparse data. These low-dimensional embedding
vectors are then fed into shallow and deep models to be used as their input values.

Table 1. Classification of English discourse markers.

Textbook ID Category Discourse marker
1 Add class And, also, too, in addition, moreover,. . .
2 Disjunctive class But, yet, while, however, not. . . until,. . .
3 Selective class Or, either. . . or, neither. . . or, nevertheless,. . .
4 Inference class So, then, as far as I know, it is said that,. . .
5 Exegesis class For example, and so on, such as, for instance,. . .
6 Enumerative class Next, first, second, finally, after that, third,. . .
7 Destination class So that, in order to, for the purpose of,. . .
8 Summary class In the end, in a word, all in all, in short,. . .
9 Causation class Because of, since, as, therefore, thus, due to,. . .
10 Result class So, as a result, too. . . to, so. . . that, above all,. . .
11 Declarative class That is to say, in other words, for my part,. . .

4.2. Association construction of English discourse markers. The association con-
struction of English discourse markers can reflect the features between markers. In this
paper, three dimensions of English textbook ID, category and discourse markers are se-
lected for association construction. The three-level English discourse markers labeling
architecture is shown in Figure 3.

The structures designed in this paper need to be simultaneously mapped into the same
low-dimensional feature space, and each continuous feature corresponds to a feature vector
in the embedding space. The AlexNet Product-based Neural Network (PNN) model
based on the Embedding layer is introduced into the explicit second-order interaction
layer after the embedding layer, which can well learn the special characteristics of high-
dimensional sparse matrix. Firstly, the high-dimensional sparse features are mapped to
the low-dimensional dense feature space, and the input features are mapped to dense
vectors. Then, the attentional mechanism is used to study the correlation of interaction
behaviors of various types of English discourse markers. Finally, the interaction features
with attention weights are extracted and the implicit vector is obtained. Its loss function
is expressed by Equation (14).

L (x, x̂) = −x log x̂− (1− x) log (1− x̂) (14)

4.3. English discourse marker recognition based on attention mechanism AlexNet.
For the purpose of highlighting the features of English discourse markers, this paper cal-
culates the weight of each feature through the attention mechanism, and updates the
weight for the input vector sequence. The multi-layer perceptron has a multi-layer net-
work structure, which can effectively extract high-order nonlinear features, so this paper
uses multi-layer perceptron to calculate the similarity between the cross-features. The
calculation equation is as follows.

Sn =
m∑
j=1

MLP (qn, q1···m) (15)
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Figure 3. Three-level system structure

Sn =
m∑
j=1

MLP (rnr1···m) (16)

where: qn represents the n-th interactive behavior feature vector in the feature matrix q;
q1...m represents all eigenvectors; Sn represents the n-th text feature vector in the feature
matrix K; r1...m represents all eigenvectors.
By normalizing the calculated similarity, the attention weight of each feature vector

can be obtained by calculating Hn = eSimnl/
∑m

j=1 e
Simnl and Gn = eSimtl/

∑m
j=1 e

Simtj

where hn represents the attention weight coefficient of the n-th eigenvector in the behavior
eigenvector matrix; gn represents the attention weight coefficient of the n-th eigenvector
in the tag feature matrix.The behavior feature weight coefficient and tag feature weight
coefficient are represented by hn and gn respectively, and the attention weight coefficient
of all feature vectors is splicing to get the behavior attention weight coefficient matrix
B(Q) and tag attention weight system matrix B(S): B(Q) = (h1, h2, . . . , hm), B(S) =
(g1, g2, . . . , gm).

By multiplying the behavior feature vector with the feature matrix Q′ with weighted in-
formation and the tag feature vector with the feature matrix S ′ with weighted information,
the final representation of the feature crossing is obtained: Gatt = [d1, d2, . . . , dj, . . . , dm].
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Then AlexNet model can be used to fully model first-order features and second-order
combined features, and the non-zero embedding vector corresponding to each feature can
be obtained. The multi-layer perceptron can extract high-order nonlinear features to
make up for the defect. Therefore, the AlexNet model is used in this paper to predict
classification, and its output is expressed as Equation (17).

x̂Alex(y) = h0 +
m∑
j=1

hjyj +
m∑
j=1

m∑
i=j+1

hjiyjyi (17)

where h0 represents the bias of the constant term, hj is the weight of the j-th feature
component, yj represents the j-th feature component in the vector, yi represents the i-th
feature component in the vector, hji represents the interaction value between the j-th
feature component and the i feature component, and m represents the number of features
of the sample. The sum of the first two terms represents the linear part, and the third
term represents the second-order feature crossing part. AlexNet model can calculate the
similarity between two features without interactive data through inner product to ensure
the completeness and consistency of feature learning.

The hidden layer output of CNN model is expressed as Equation (18).

x̂CNN(y) = f (hl · · · (f(h1y + a1)) + · · ·+ al) (18)

where hi represents the weight value of the i-th tag, and al represents the l-th layer
bias.

The prediction results of the model were normalized by AlexNet, and the final prediction
results were obtained. Normalization to Equation (19).

x̂ = f(x̂Alex + ρx̂CNN) (19)

where the nonlinear mapping function f(·) is the Sigmoid function and ρ is the com-
promise coefficient.

5. Performance testing and analysis.

5.1. Comparison of frequency and type of usage. The experimental software envi-
ronment is the integrated development platform python v3.6. The hardware environment
is Intel(R) Core(TM) i5-10500 CPU @ 3.10GHz, 32GB memory, and 512MB storage
space. In this section, TCIJ, the corpus of international journals, is used to evaluate the
performance of this design method, and the method is contrasted with the method in
literature [26]. Meanwhile, the influence of the search results of the frequency, type and
location of English discourse markers on the experimental outcome is analyzed. For the
convenience of description, the method designed in this paper is labeled OUR, and the
method designed in literature [26] is labeled CSFD.

In this paper, the representative terms of each type of logical connectives in discourse
markers are selected, and the listed representative search terms are searched in the corpus
for frequency, and the standard frequency calculation and chi-square value test are carried
out on the logical connectives in OUR and CSFD. The data results are shown in Table 2.

Table 2. Comparison of total frequency and chi-square value

Method Characters’ number Frequency Chi square value P value
OUR 475639 7983 14.1529 0.000318
A 468423 7826 12.0628 0.002639
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The frequency pairs of logical connection tags in OUR and CSFD are shown in the
table above. Through searching, it is found that in the 475639 characters in the corpus,
the logical link marker appears 7983 times; In CSFD’s 468423 characters, the logical con-
nection tag appears 7826 times, 157 times less than ours. In terms of the total frequency
of use of logical connection tags, OUR is obviously higher than that of CSFD. In addition,
from the calculation results, the chi-square value of the total frequency of OUR discourse
markers is +14.1529, and the significance water-level P-value is less than 0.001, indicating
that the frequency of use in OUR discourse markers is significantly higher than that of
CSFD.

In this study, the representative search terms of each type of logical connectives were
searched in the corpus for frequency, and the usage proportion of each type of logical
connectives was calculated. The specific results are shown in Table 3 below.

Table 3. The frequency and proportion of various logical connection markers

Category
OUR CSFD

Frequency Proportion(%) Frequency Proportion(%)
Add Markers 613 7.68% 208 2.66%

Disjunctive Markers 658 8.24% 615 7.86%
Selective Markers 429 5.37% 367 4.69%
Inference Markers 715 8.96% 682 8.71%
Exegesis Markers 912 11.42% 961 12.28%

Enumerative Markers 106 1.33% 286 3.65%
Destination Markers 362 4.53% 981 12.54%
Summary Markers 1534 19.22% 1452 18.55%
Causation Markers 841 10.53% 796 10.17%
Result Markers 1294 16.21% 1008 12.88%

Declarative Markers 519 6.51% 470 6.01%
Total 7983 100% 7826 100%

On the ground of the frequency and proportion of usage, we can see that, first, the most
frequently used logical connection Markers in OUR and CSFD are summative markers,
followed by Result Markers. However, compared with CSFD, the two types of tags are
used more frequently in OUR country than CSFD. Second, the discourse Markers with the
lowest frequency are enumerative markers in OUR, and Add Markers in CSFD. In OUR
approach, although Selective Markers were used infrequently, they were used significantly
more frequently than CSFD. In addition, the frequency of Disjunctive Markers, Inference
Markers, Causation Markers and Declarative Markers in our system is higher than that
in CSFD.

5.2. Performance analysis. For the purpose of further evaluating the performance of
the proposed method, a comparative experiment was set up. AlexNet model was used
for data set training. In order to reduce the influence of some abnormal experiments,
the whole experiment result is the average of 100 English discourse marker recognition
results. Figure 4 shows the comparison of loss function values between OUR and CSFD
models, and Table 4 shows the comparison results of each evaluation index.

It can be seen from Figure 4 that the loss function value of the proposed method reaches
the optimal value of the 10 comparison models, and the loss value of the CSFD method
is reduced by 0.2455. As can be seen from Table 4, among the four identification and
evaluation indicators (accuracy, accuracy, recall, F1), the four indicators of the method
in this paper reach the optimal level. The F1 value is shown in Equation (20).

F1 = [(Precision× Re call)/(Precision+Re call)]× 2 (20)
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Figure 4. Comparison of lost value

Due to the improvement of ALexNet model in this paper, the accuracy rate, accuracy
rate, recall rate and F1 are respectively improved by 3.44%, 3.26%, 1.83% and 2.55%
compared with CSFD method, and various identification indicators of this method have
been greatly improved. The results indicate that the enhanced model is effective in
preventing overfitting and improving generalization. Contrasted with AlexNet network
used in CSFD method, the model in this paper has high recognition accuracy, middle
parameters, fast running speed, and the comprehensive performance is the best in the
comparison model. Overall, the proposed method can achieve better simulation results
in recognition of English discourse markers than other comparison models.

Table 4. Comparison of evaluation index results under different methods

Method Accuracy Precision Recall F1
OUR 99.58% 98.69% 99.15% 98.92%
CSFD 96.14% 95.43% 97.32% 96.37%

6. Conclusion. Aiming at improving the performance of English discourse markers, this
paper designs an AlexNet English discourse marker recognition method based on atten-
tion mechanism. This method first fuses multi-scale features of the ALexNet model, then
maps high-dimensional sparse features into low-dimensional dense feature Spaces, and
maps input features into dense vectors. The interactive features with attention weights
are extracted, and then the high-dimensional sparse features are mapped to the low-
dimensional dense feature space, and the input features are mapped to dense vectors.
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Then, the attentional force mechanism is used to learn the correlation of interaction be-
haviors of various types of English discourse markers, and finally, the similarity between
cross-features is calculated using multi-layer perceptron. The experimental outcome in-
dicates that compared with the present English discourse marker recognition methods, it
can impactful enhance the accuracy rate, precision rate, recall rate and F1 of discourse
marker.
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